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ABSTRACT. In this paper the limit theorems are proved for continuous functionals related to the estimate of

F,(x) in the space C[a,1—a]. © 2011 Bull. Georg. Natl. Acad. Sci.
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Here as a sample we consider a sequence of random indicators & =1(X, <t,),&, =1(X, <t,),....&, =1(X, <t,).

where X,,X,,...,X, are independent, equally distributed nonnegative random values with a distribution function

n

F(x), t, =cp 212;1 ,i= I,_n, Cp = inf{x >0: F(x) = 1} <, The problem consists in estimation of the distribution

function F(x) by using the sample &,,¢,,...,¢&, .

As an estimate for F' (x) we consider an expression of the form

Oa )CSO,
ﬁ:7(x)= ln(x)'sz;l (x), O<x<cg,
1, xX2cp,

i >=ih2 [

J

where {h = h(n)} is a sequence of positive numbers tending to zero, while the kernel K (x) >0 is chosen so that it

would be a function of finite variation and satisfy the conditions

K(-u)=K(u), [K(u) du=1, K(u)=0 for [|u>1. (1)
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Lemma 1 ([1]). If nh — © as n — o, then

1 x=t 1 F 1
— 3 k! Fo () =— [ K| 22 | P (u) du+ O —
nh ‘3 h ephy h nh
uniformly with respect to xe[(), cF] ; V., v, are natural numbers. In the sequel, it is assumed that the interval

[0,c.]=[0.1].

1
Theorem 1. Let g(x) >0, xe [a,l—a] ,0<ax< 7 be a measurable and bounded function.
(a)If F(a)>0 and nh® — o as n— o, then
l-a
T = [ e ()£ (x)-EF(x) ] =N (0.07), @

!
t(1-1)

(b) If F(a) >0, nh*> >, nh* >0 as n—> o and F(x) has bounded derivatives up to second order, then

g (x) =gy (F(x), v()=

7, =\n j e ([ (x)-F(x) ]| dr—sN(0.0%)

as n — o where N (O, o ) is a random value having a normal distribution with zero mean and variance

Remark 1. We have introduced 4 > (0 in (2) to avoid the boundary effect of the estimate I:*, ) (x) , 1.e., the estimate
I:*, ) (x) being a kernel type estimate behaves near the boundary of the interval [0,1] worse in the sense of bias order than
. . 1
inside any interval [a, 1 —a] c [0,1] , 0<a< 5

Proof of Theorem 1. We have

L 3l -l )y T 5

where g,, (u) =g, (u)F, (u).
Hence

2
— 1 llfa _t
o) =Varl, = 2w (F (f.f))(ﬂ’{[ p jgzn( )d”) 0
Since K(u) has [-LI] as a support and O<a<u<l-a, we have F, (u )‘HO(LhJ and
n

1
g, (u)=g (u)+ OL—hJ uniformly with respect to u & [a,1—a] [1]. Therefore from (3) we have
n
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2
1 1 (u—t, 1
05 =;;W 2 (F(l] ))(; :!‘ K[T/ng (u)du} +O(Ej
By virtue of Lemma 1 it can be easily shown that

l-a

%;WZ(F(@)) (%lja,([u;lﬁf}gl (u)duT:iw(F(t))dt (%j;{”;fjgl (u)du}2+0(n;lzj.

j , @

Therefore

1
nh?

of = l:[ay/‘z(F(t))d{%HK(uT_tj (1)

dqu +&l +
= jgl (u)duJ
o0 jW-Z(F(t))d{ % j K(“T"jgl (u)duJ .

I-a

t

g
&0 TW-Z(F(t))d{%TK(”h

0

852) + O(
2
2

and from inequalities g(u)<c,, v (F(u)) < ca<u<l—a,

Since from F(u)(l —F(u)) <

N|—
< __
~y
—~
IS
N—
—_—~
Pk
|
~y
—~
Pk
|
IS
N—
SN—

it follows that g (u) <c,,we have

g(l)£c3jdt jK(u) du | , ®)

with g—¢>0 and 1-a—¢>0. The first inequality is obvious, while the second one follows from the inequalities

0<t<a and 0<a<%.

Thus

1-a—t O

h B
lim '[ K(u) du=41
n—»0 at 5 ,

0<t<a

t=a
h

By the Lebesgue theorem on bounded convergence, from the latter formula and (5) we obtain

.9,(71) -0 for n—oo. ©)
Analogously,
.9,(72) -0 for n—oowo. @)

Now let us establish that

as n—» 0.
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We have
o | _ 2 e . .
v (F(t))d{zja-gl (u)K(uhtjduJ v (rw) as
se[ve(r)at [ (u)K(u; jdu & (1)
Scsljudt—l]ugl(u)K( jdu gl '[ K( jdu +célju1ju K( Jdu lldt =4, +A4,, ®)
Since
j K( jdu—)l
for all te(a,l—a),we have
4, >0 as n—oo. ©)

Further we extend the function g, (u) and assume that outside [a, 1- a] it has zero values. Denote this extended

function by g, (u) . Then

i[”gl x+y)-g(y )|dyJ %K(%}dxg

S cgj[ T g (y+uh)-g, (»)| dyJK(u)du = cgjw(uh)K(u)du -0 for n—>w, (10)
“I\ =0 b
where
o(y)= [|& (v+x)-F(x)dx.
(10) holds by virtue of the Lebesgue theorem on majorized convergence and the fact that w(uk) <2]g,|, ., and
o(uh) =0 as n — oo . Thereby, taking (4)-(10) into account, we have proved that
ol >0’ = ng (u)du . (11)

We have
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( 5]
—1+= | 2+0
2 246

a;'E

n o f.f_F(t_f) K
L,= - 246 = 0[71 ZJ
Var )

Kl

246 —
g —F(t].)‘ <lforall 1< j<n and VarT, >o’.

since a,, <¢,, E

Finally, the statement b) of the theorem follows from (a) if we take into account that

i [ (o) B, () F () e =5 [ . (x{le(u)(F(x—uh)—m))du}dx:O(W)m[

The theorem is proved.
Lemma 2. 1) In the conditions of the item (a) of Theorem 1,

E|7_"n ) Sclo(lfg(u)dqu, §>2.

a

2) In the conditions of the item (b) of Theorem 1,

I-a 3
E|Tn|s Scn(j g(u)du}2 , §>2.

1
\/;hJ.(lz)

(13)

(14)

Proof. Since 7_"" is the linear form of 7, =¢; —F(tj), En, =0, 1< j<n, to prove (13) we will use Whittle’s

inequality [2].
It is obvious that £ |r]j |S <1, j= L_" . Therefore by virtue of Whittle’s inequality we have

E[T[ <c(s)2' {”;’2 ZUK{M:’ Jgh (u)duJT,

J=1

where

()= ()R ), els) =125,

By virtue of Lemma 1 this inequality implies

E[T[ <c(s)2 [i(%l:[ul((%—tjgz” (u)dqu dt + 0(}122 j[lfgh (u)duﬂ :

Taking into account that

- (u)Sg(u)[F(a)(l—lF(l—a))] {HO(nl_hﬂ <c,g(u), as<us<l-a,

from (15) we obtain
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B 11—0 —¢ 1 l—ul —t % 1 % l-a %
<¢, {s:lpl(; J. K(uh ngn (u)dqudtJ'; K(MTngn (u)du} +O(nh2j [Igh (u)du} <
<t< a 0 a a

s
2

[1+0(1)]<cy [l:!.ug(u)duJ . s>

ElT,

Further, we have

E|r[ <2 {E|f| +

s

<a, [j g(u)dqu .

s

gc[j g(u)dqu.

The lemma is proved.
Let us introduce the following random processes:

T,(6)=n[ (£, (u) = EF, (u))w (F (u))du.
1, 0) = [ )= o) o (P ()
Theorem 2. 1°. Let the conditions of the item (a) of Theorem 1 be fulfilled. Then for all continuous functionals f ()

1 _
on C[a,l—a] ,0<ax< 7 the distribution of f (T,, (t)) converges to the distribution of f (W(l - a)) , where W(t —a) ,
a<t<l-a, isaWiener process.

20, Let the conditions of the item (b) of Theorem 1 be fulfilled. Then for all continuous functionals f () on
C[a,l—a] the distribution of f(T,, (l)) converges to the distribution of f(W(t —a)).
Proof. We will first show that the finite-dimensional distributions of processes 7_"” (t) converge to the finite-dimen-

sional distributions of a process W(t - a) , 1 2 a ‘We begin by considering one moment of time ¢, . We must show that

T,(4)—>W(t, -a). (16)

To prove (16), it suffices to take g(x) =1 x) in (2). Then, by virtue of Theorem 1,
g [a.1)

I-a
T (¢ )L)N(O, J- Lo (x)dx} =N(0,t,—a).
Let us now consider two moments of time ¢, ¢, , ¢, <t, . We must show that
(7,(4).7, () —— (W (4 —a).W (t,-a)). (17)

To prove (17), it suffices to take
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g(x)= (4 + )1, ) () + 21, ) (x)

in (2). Here A, and A, are arbitrary finite numbers. Then, by virtue of Theorem 1,

AT, (1) + 2T, ()= N(0(4 +2) (5 —a)+ 22 (. —1).

On the other hand,
AW (4, —a)+ AW (t,—a) = (A4 +2 ) [ (t, —a) =W (0) |+ 4, [W (t, —a)-W (t, —a) ]
is distributed like N(O,(ﬂ1 + /12)2 (t,—a)+2; (1, -1, )) . Therefore (17) is true.

The case with three or more moments of time is considered analogously. Thus the finite-dimensional distributions of

processes 7_"” (t) converge to the finite-dimensional distributions of a Wiener process W(t - a) ,alt<l-a.
Now let us show that the sequence {7_",, (l )} is tight, i.e. that the sequence of respective distributions is tight. For this

it suffices to show that for any ¢,, ¢, € [a,l—a] ,

£ 7_:7(tl)_7_w(t2)|s Sclz<|t1 —t2|%, §>2.

Indeed, this inequality is obtained from (13) for g (x)= I (x).
Further, using (12), (14) and the statements of the item b) of Theorem 1, we easily make sure that the finite-dimen-

sional distributions of processes 7, ( ) converge to the finite-dimensional distributions of the Wiener process W (t - a)

and also that
E 7:7 (tl)_n (tz)r SCl9|t1 _t2|%a §>2.

Thus the proof of the theorem follows from Theorem 2 of the monograph [3] (chapter IX, section 2).
Application. By virtue of Theorem 2 and the Corollary of Theorem 1 from [3] (chapter VI, section 5) we can write that

fr(1-2a) !eXp 2(1- 2a)}

PIT = max T, (1) > 2] > G(2) - dx

ast<l-a

. . 1
(a is a number given in advance, 0 < a < 5) as n— .

This result makes it possible to construct tests of a level o , 0 < o < 1, for testing the hypothesis H, according to
which

H,: limE[:“”(x):F;)(x), a<x<l-a,

when the alternative hypothesis is
l-a
H, : j y/(FO (x))(lim EF,(x)-F, (x))dx >0,

n—o
a

Let 4, beacritical value, G(4, ) = « . If as aresult of the experiment it turns out that 7," > 1, then the hypothesis

H, must be rejected.
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