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ABSTRACT. In the present paper the Bitsadze–Samarskii boundary value problem is considered for
a quasi-linear differential equation of first order on the plane and the existence and uniqueness theorem
for a generalized solution is proved; the necessary (in the linear case) and sufficient optimality conditions
for optimal control problems are found. The optimal control problem is posed, where the behavior of
control functions is described by elliptic-type equations with Bitsadze–Samarskii nonlocal boundary
conditions. The necessary and sufficient optimality conditions are obtained in the form of Pontryagin’s
maximum principle and the solution existence and uniqueness theorem is proved for the conjugate
problem. © 2013 Bull. Georg. Natl. Acad. Sci.
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Nonlocal boundary value problems are quite an interesting generalization of classical problems and at the
same time they are obtained in a natural manner when constructing mathematical models of real processes
and phenomena occurring in physics, engineering, sociology, ecology and so on [1-3]. The Bitsadze-Samarskii
nonlocal boundary value problem [4] was posed in connection with the mathematical modeling of processes
of plasma physics. Its various generalizations are considered in [5-10].

In the present paper the Bitsadze-Samarskii boundary value problem is considered for a quasi-linear
differential equation of first order on the plane and the existence and uniqueness theorem for a generalized
solution is proved. The necessary (in the linear case) and sufficient optimality conditions for optimal control
problems are found. The optimal control problem is posed, where the behavior of control functions is de-
scribed by elliptic-type equations with Bitsadze–Samarskii nonlocal boundary conditions. The necessary
and sufficient optimality conditions are obtained in the form of Pontryagin’s maximum principle [11] and the
solution existence and uniqueness theorem is proved for the conjugate problem.

1. Let G be the bounded domain on the complex plane E with the boundary which is closed by a simple
Liapunov curve. Denote by   that part of the boundary   which is an open Liapunov curve with the

parametric equation = ( )z z s , 0 s   . Let 0  be the diffeomorphic image of   lying in the domain G with
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the parametric equation 0 0= ( )z z s , 0 s   . Assume that 0  intersects   but not tangentially to it,
* \z   is a fixed point, = ,z x iy G   1 2=w w iw , 1 2=u u iu . Let U  be some bounded subset from

E. Each function ( ) :u z G U  will be called a control. We call the function u (z) an admissible control, if

( ) ( ), 2pu z L G p  . The set of all admissible controls is denoted by  . Let 1= ( )
2z i

x y
 

 
 

 be the

generalized Sobolev derivative, ( )C G  be the set of all bounded functions satisfying the Helder condition

with exponent  , 0 < 1  . The norm in ( )C G  is defined by the equality [12]

1 2
( )

, 1 21 2

| ( ) ( ) |= | ( ) | .supmax
| |C G

z G z z G

f z f zf f z
z z   






It is assumed that ( )pL G  is the space consisting of all functions summable on G  and having power

1p  . The norm in ( )pL G  is defined by the equality

1

( )
= ( | ( , ) | ) .p p

L Gp
G

f f x y dxdy

For each fixed u  in the domain G we consider the boundary value problem [4]

* *

0 0 0

= ( , , , ), ,
[ ( )] = ( ), \ ,

[ ( )] = , \ , = ,
[ ( ( ))] = [ ( ( ))], ( ) , ( ) , 0 < =

z w f z w w u z G
Re w z z z

Im w z c z c const
Re w z s Re w z s z s z s const

 


   

 




  (1.1)

It is assumed that the following conditions are fulfilled.
1.  The function ( , , , )f z w w u  is defined for z G , | |w R , u U , ( ,0,0,0) ( )pf z L G , > 2p  and

performed conditions Lifshitz

0 0 0 0 0 0| ( , , , ) ( , , , ) | (| | | | | |),f z w w u f z w w u L w w w w u u      

L, R are positive constants.
2. ( \ )C   , 

1>
2

  .
3. There exists a number 1 1,  0<R R R , such that the inequality

1/
1 ( ) ( )

0 < [1 2 | | ( )]p
G C G C G

R L G C T
 

  

is fulfilled, where = > 0C const , | |=G mesG ,   is the analytic function satisfying conditions (1.1), while

the operator [12]

1 ( )[ , ] = , = .G
G

f tT z f d d t i
t z

   


 


Theorem 1.  Let conditions  1–3 be fulfilled. Then for each fixed u  the solution of problem (1.1)
exists in the space ( )C G  and it is unique.

Let us formulate the following optimal control problem [8]: Find a function 0 ( )u z   such that the

solution of the Bitsadze–Samarskii boundary value problem (1.1) gives a minimal value to the functional
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1 2 1 2( ) = ( , , , , , ) ,
G

I u F x y w w u u dxdy
where 1 2 1 2, , .z x iy w w iw i       

To obtain the optimality condition, we additionally assume the following:
4.  The function ( , , , )f z w q u  is continuous with respect to w, q, u, has continuous partial derivatives wf 

and qf   which are also continuous with respect to the same arguments as f. The function F is continuous with

respect to 1w , 2w , 1u , 2u , continuously differentiable with respect to 1w , 2w  and belongs to the space
( )pL G , > 2p .

5. The estimates 1( , ) = {( , ) : | |, | |< }R
wqw q S w q w q R  are valid for any 1 1| |,| | ( ) <w qf f N R    ,

2 1| | ( ) <f N R   in the domain G.

Theorem 2.  Let conditions  1–5 be fulfilled, 0 ( )u z  be an optimal control, 0 ( )w z  be the solution of
problem (1.1) which corresponds to 0 ( )u z , 0 ( )z  be the solution of the conjugate problem:

0 0
0 0

0 0 0 0

( ) ( )
( ) ( ) ( ) = 2 ( ), \ ,

[ ( )] = 0, ,

[ ( ) ( )] = [ ( )], , ,

wz
f u f u

z z z F u z G
w w

Re z z

Re z z Re z z z

   



      

 
     

 


  

(1.2)

then the relation

0 0 0 0 0 0 0

0 0 0 0 0

[ ( , ( ), ( ), ( )) ( ) ( , ( ), ( ), ( ))] =
= [ ( , ( ), ( ), ( )) ( ) ( , ( ), ( ), ( ))]inf

u U

Re f z w z w z u z z F z w z w z u z
Re f z w z w z u z z F z w z w z u z










is fulfilled almost everywhere on G.
2. Let the domain G be the rectangle { = : 0 1, 0 1}z x iy x y     ,   be the boundary of the domain G,

0 0 0= { = : 0 1}z x iy y    , * \z  , ( ), ( ), ( ),c z d z B z ( ) ( ),pf z L G > 2p , ( ) ( \ ),g z C    0 < < 1 .
For each u  in the domain G, we consider the Bitsadze-Samarskii boundary value problem

*

0 0 0

( ) = ( ) , ,

[ ( )] = ( ), \ , [ ( )] = ,
[ ( )] = [ ( )], , , 0 < = .

z w B z w f z u z G

Re w z g z z Im w z const
Re w z Re w z z z const


   

  


  (2.1)

 Let us consider the functional

( ) = [ ( ) ( ) ( ) ( )] .
G

I u Re c z w z d z u z dxdy
Theorem 3.  Let 0 ( )z  be a solution of the conjugate problem

0

0 0 0 0

( ) ( ) ( ) = ( ), \ ,
[ ( )] = 0, ,

[ ( ) ( )] = [ ( )], , .

z z B z z c z z G
Re z z

Re z z Re z z z

  


      

  


  
(2.2)

 Then for 0 ( )u z , 0 ( )w z  to be optimal it is necessary and sufficient that the equality

0 0 0[( ( ) ( ) ( )) ( )] = [( ( ) ( ) ( )) ( )]inf
u U

Re d z z f z u z Re d z z f z u z 


 

be fulfilled almost everywhere on G.
 An algorithm and numerical solution in Mathcad for the particular case of problems (2.1) is given in [13].
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informatika

aralokaluri sasazRvro amocanebisTvis erTi
optimaluri marTvis amocanis Sesaxeb

d. devaZe, m. dumbaZe

SoTa rusTavelis saxelmwifo universiteti, ganaTlebisa da mecnierebaTa fakulteti, baTumi

(warmodgenilia akademiis wevris g. gogiCaiSvilis mier)

naSromSi ganxilulia optimaluri marTvis amocanebi pirveli rigis kvaziwrfivi
diferencialuri gantolebebisTvis sibrtyeze aralokaluri sasazRvro pirobebis
SemTxvevaSi. kvaziwrfivi diferencialuri gantolebisTvis damtkicebulia Teorema
amonaxsnis arsebobisa da erTaderTobis Sesaxeb, miRebulia optimalobis aucilebeli
pirobebi maqsimumis principis saxiT, wrfivi optimaluri marTvis amocanisTvis miRebulia
optimalobis aucilebeli da sakmarisi pirobebi.

REFERENCES

1. E. Obolashvili (1992), Appl. Anal.  45, 1-4: 269-280.
2. V.V. Shelukin (1993), Dinamika Sploshn. Sredy, 107: 180-193.
3. C.V. Pao (1995), J. Math. Anal. Appl. 195, 3: 702-718.
4. A.V. Bitsadze, A.A. Samarskii (1969), DAN SSSR, 185: 739-740 (in Russian); English transl. (1969), Sov. Math.,

Dokl. 10, 398-400.
5. D.G. Gordeziani (1986), O metodakh resheniia odnogo klassa nelokal’nykh kraevykh zadach. Tbilisi, (in Russian).
6. D. Gordeziani, N. Gordeziani, G. Avalishvili (1998), Bull. Georg. Acad. Sci., 157, 3: 365-368.
7. F. Criado, G. Meladze, N. Odishelidze (1997), Rev. R. Acad. Cienc. Exact. Fis. Nat. (Esp.) 91, 1: 65-69.
8. D.Sh. Devadze, (2006), Bull. Georg. Natl. Acad. Sci., 173,1.
9. G. Berikelashvili (1999), Proc. A. Razmadze Math. Inst., 119: 3-11.
10. D. Devadze, V. Beridze (2013), Proc. A. Razmadze Math. Inst., 161: 47-53.
11. L.S. Pontryagin, V.G. Boltyanskii, R. V. Gamkrelidze, E. F. Mishchenko (1983), Matematicheskaia teoriia

optimalnykh protsessov, 4-e izd., Moscow (in Russian).
12. I.N. Vekua (1988), Obobshchennye analiticheskie funktsii (Russian edition), 2nd ed., Edited with a preface by

O. A. Oleinik and B. V. Shabat. Moscow, 510 pp. (in Russian).
13. D. Devadze, V. Beridze (2013),  Bull. Georg.Natl. Acad. Sci., 7, 1: 44-48.

Received  June, 2013




